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IBM Security® works with you to help protect your 
business with an advanced and integrated portfolio of 
enterprise cybersecurity solutions and services infused 
with AI. Our modern approach to security strategy uses 
zero-trust principles to help you thrive in the face of 
uncertainty and cyberthreats. For more information, 
please visit: https://ibm.com/security

How IBM can help

How AWS can help

For over 15 years, Amazon Web Services has been 
the world’s most comprehensive and broadly 
adopted cloud offering. Today, we serve millions of 
customers, from the fastest growing startups to the 
largest enterprises, across a myriad of industries in 
practically every corner of the globe. We’ve had the 
opportunity to help these customers grow their 
businesses through digital transformation efforts 
enabled by the cloud. In doing so, we have worked 
closely with the C-suite, providing a unique vantage 
point to see the diverse ways executives approach 
digital transformation—the distinct thought 
processes across C-suite roles, their attitudes and 
priorities, obstacles to progress, and best practices 
that have resulted in the most success. For more 
information, please visit: https://aws.amazon.com

https://ibm.com/security
https://aws.amazon.com
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Only 24% of current generative AI 
projects are being secured.
While a majority of executives are concerned about 
unpredictable risks impacting gen AI initiatives, they  
are not prioritizing security.

A changing threat landscape 
demands a new approach to 
securing AI.
Built on a foundation of governance, risk, and 
compliance, securing AI infrastructure means  
securing applications, data, models, and model usage.

Organizations are turning to 
third-party products and partners 
for over 90% of their gen AI security 
requirements.
Just as with the transition to cloud, partners can help 
assess needs and manage security outcomes.

Generative AI solutions 
can be as vulnerable as  
they are valuable if security 
is an afterthought.

Key 
takeaways
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Innovation versus security: 
It’s not a choice, it’s a test

As organizations rush to create value from 
generative AI, many are speeding past a critical 
element: security. In a recent study of C-suite 
executives, the IBM Institute for Business Value  
(IBM IBV) found that only 24% of current gen AI 
projects have a component to secure the initiatives, 
even though 82% of respondents say secure and 
trustworthy AI is essential to the success of their 
business. In fact, nearly 70% say innovation takes 
precedence over security.

This perceived trade-off contrasts with executives’ 
views of the wide-ranging risks of gen AI. Security 
vulnerabilities are among their biggest areas of 
concern (see Figure 1).

These worries are well-founded. Cybercriminals  
are already benefitting from both generative and 
traditional AI (see Perspective, “Understanding the 
generative AI threat landscape”). More realistic email 
phishing tactics and deepfake audios are making 
headlines, as are data leaks from employees’ 
careless use of public tools such as ChatGPT.1 

Looking ahead, potential threats to critical AI systems 
are even more troubling. As AI-powered solutions 
become more capable and more ubiquitous— 
integrated within critical infrastructure such  
as healthcare, utilities, telecommunications, and 
transportation—they could be as vulnerable as they 
are valuable, especially if security is an afterthought.

Q. What are you most concerned 
about in adopting generative AI?

FIGURE 1

Executives expressed a broad spectrum of 
concerns regarding their adoption of gen AI.

Introduction

Q2.  What are you most concerned about in adopting generative AI?

Executives expressed a broad spectrum of concerns regarding their adoption of generative AI.
FIGURE 1
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with appropriate skills

New attacks targeting existing 
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While a consolidated AI threat surface is only starting to form, IBM 
X-Force® researchers anticipate that once the industry landscape 
matures around common technologies and enablement models, 
threat actors will begin to target these AI systems more broadly.2 
Indeed, that convergence is well underway as the market is maturing 
rapidly, and leading providers are already emerging across hardware, 
software, and services.3  

The gap between executives’ angst and action underscores the need 
for cybersecurity and business leaders to commit to securing AI—
now. With new IBM IBV research showing many organizations are 
still in the evaluation/pilot stages for most generative AI use cases 
such as information security (43%) and risk and compliance (46%), 
this is the time to get ahead of potential threats by prioritizing 
security from the start.4

To address the need for more specific guidance on where to  
begin, the IBM IBV and IBM Security have teamed with Amazon 
Web Services (AWS) experts to share leading practices and  
recommendations based on recent research insights. Part one of 
this report provides a framework for understanding the gen AI 
threat landscape. In part two, we discuss the three primary ways 
organizations are consuming gen AI and the related security 
considerations. Part three explores resource challenges and the 
role of partners. Part four offers an action guide of practical steps 
leaders can take to secure AI across their organizations.

With many organizations  
still evaluating and piloting 
generative AI solutions, now  
is the time to get ahead of 
new security threats.
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Perspective

Understanding the generative 
AI threat landscape5 

Generative AI introduces new potential threat vectors and new ways 
to mitigate them. While the technology lowers the bar even further for 
low-skill threat actors, helping them develop more sophisticated 
exploits, it also enhances defenders’ capacity to move faster with 
greater efficiency and confidence.

5

Red team Blue team

Allows more targeted, 
convincing phishing 
messages on a mass scale

Enables autonomous theft of sensitive 
data and intellectual property, and 
evasion of antivirus software through 
AI-enhanced malware

Makes it easier to pass through 
online filters and enable illegal 
activities such as fraudulent 
account creation 

Removes the guardrails on gen AI 
chatbots, so they trick victims 
into giving away personal data or 
login credentials 

Uses publicly available 
data to generate possible 
passwords

Provides a real-time view into 
security and compliance posture 
and automates compliance tasks

Generates summaries of security 
cases and incidents, and identifies 
similar cases for improved 
forensic analysis

Detects threats based on natural 
language descriptions of cyber 
incident behaviors and patterns

Accelerates analysis of event 
inputs/outputs and generation 
of test scenarios

Collates telemetry data across 
sources, and speeds analysts’ 
understanding of security log data

Social engineering 
and fraud

Data theft

Identify theft and 
impersonation

AI jailbreaks

Password cracking

Continuous regulatory 
compliance

Case management

Accelerated threat hunting

Incident simulation and 
pen testing

Data interpretation
****

Application, data, model, or 
infrastructure vulnerabilities, such 
as misconfigurations, accidental 
disclosures, and policy/controls 
oversights

Transforms automation using API 
discovery, testing, and protection

Vulnerability exploits API security
api
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For generative AI to deliver value, it must be secure in the traditional 
sense—in terms of the confidentiality, integrity, and availability of 
data.6 But for gen AI to transform how organizations work—and how 
they enable and deliver value—model inputs and outputs must be 
reliable and trustworthy. While hallucinations, ethics, and bias often 
come to mind first when thinking of trusted AI, the AI pipeline faces  
a threat landscape that puts trust itself at risk. Each aspect of the 
pipeline—its applications, data, models, and usage—can be a target  
of threats—some familiar and some new (see Figure 2).7

Part one

Seeing threats  
in a new light

FIGURE 2

Some emerging threats look familiar while  
others are entirely new. 

Source: IBM Security.

Some emerging threats look familiar while others are entirely new.
FIGURE 2

New threat 
landscape

Conventional 
threats 

Conventional threats that 
take on new meaning

are business-as-usual 
such as social 
engineering

such as more 
professional-looking 
phishing tactics

specific to AI/gen AI, 
such as model 
extraction or 
inversion exploits

1 2
3
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Conventional threats, such as malware and social engineering, persist 
and require the same due diligence as always. For organizations that 
may have neglected their security fundamentals or whose security 
culture is still in the formative stages, these kinds of threats will 
continue to be a challenge. 

Given the increasing adoption of AI and automation solutions by threat 
actors, organizations without a strong security foundation will also  
be ill-prepared to address the new twists on conventional threats 
introduced by gen AI. Take phishing emails as an example. With gen AI, 
cybercriminals can create far more effective, targeted scams—at scale.8 

IBM Security teams have found gen AI capabilities facilitate upwards  
of a 99.5% reduction in the time needed to craft an effective phishing 
email.9 This new breed of email threats should moderately impact 
companies with mature approaches to identity management, such as 
standard practices for least privilege and multifactor authentication  
as well as zero-trust architectures that restrict lateral movement. But 
those who lag in these areas run the risk of incidents with potentially 
devastating reach.10 

The reality is that security deficiencies are indeed impacting a significant 
number of organizations, as results from an IBM IBV survey of more than 
2,300 executives suggest. Most respondents reported their organiza-
tion’s capabilities in zero trust (34%), security by design (42%), and 
DevSecOps (43%) are in the pilot stage.11 These organizations will need 
to continue investing in core security capabilities as they are critical for 
protecting generative AI.

Organizations without a strong 
security foundation will also be 
ill-prepared to address the new 
twists on conventional threats 
introduced by gen AI.
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Lastly, a set of fundamentally new threats to organizations’ gen AI initiatives is also 
emerging—a fact recognized by nearly half (47%) of respondents in our survey (see Figure 
3). Prompt injection, for instance, refers to manipulating AI models to take unintended 
actions; inversion exploits cull information about the data used to train a model. These 
techniques are not yet widespread but will proliferate as adversaries become more familiar 
with the hardware, software, and services supporting gen AI.12 As organizations move 
forward with gen AI solutions, they need to update their risk and governance models and 
incident response procedures to reflect these emerging threats. In a recent AWS Executive 
Insights podcast, security subject-matter experts emphasized that threat actors will go 
after low-hanging fruit first—threats with the greatest impact for the least amount of 
effort.13  When choosing security investments, leaders should prioritize those use cases, 
such as supply chain exploits and data exfiltration.

FIGURE 3

Emergent threats to AI operations require updates 
to organizations’ risk and governance models.

Source: IBM Security.

Emergent threats to AI operations require updates to organizations’ risk and governance models.
FIGURE 3
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Change the behavior of AI 
models by altering the data 
used to train them

Inversion
exploits

Reveal information on the data 
used to train a model, despite only 
having access to the model itself

Steal a model’s behavior by 
observing the relationships 
between inputs and outputs

Manipulate AI models into 
performing unintended actions by 
dropping guardrails and limitations 
put in place by the developers

Generate harmful models that 
hide malicious behavior, or 
target vulnerabilities in systems 
connected to the AI models

Data 
exfiltration

Access and steal sensitive data 
used in training and tuning 
models through vulnerabilities, 
phishing, or misused privilege 
credentials

Circumvent the intended 
behavior of an AI model by 
crafting inputs that trick it

Backdoor 
exploits

Alter a model subtly during 
training to cause 
unintended behaviors 
under certain triggers



10



11

A simple framework outlines an effective approach to securing the AI pipeline—
starting with updating governance, risk, and compliance (GRC) strategies (see Figure 
4). Getting these principles right from the beginning—as core design considerations—
can accelerate innovation. A governance and design-oriented approach to generative 
AI is particularly important in light of emerging AI regulatory guidance such as the EU 
AI Act (see Perspective, “A glimpse into new and proposed AI regulations around the 
world”).14 Those who integrate and embed GRC capabilities in their AI initiatives can 
differentiate themselves while also clearing their path to value, capitalizing on 
investments knowing they are building on a solid foundation. 

Part two

Three AI enablement models, 
three risk profiles

FIGURE 4

Securing the AI value stream starts with updating 
risk and governance models.

Source: IBM Security.

Securing the AI value stream starts with updating risk and governance models.
FIGURE 4

Governance, risk, and compliance

Secure the data 
collection and 
handling

Secure the 
applications using 
and enabling AI

Secure the 
model inference 

and live use

Secure the model 
development and 
training

Secure the infrastructure
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Perspective

A glimpse into new and proposed 
AI regulations around the world15 

AI regulations are evolving as quickly as gen AI models and are being established  
at virtually all levels of government. Organizations can look to automated AI governance 
tools to help manage compliance with changing policy requirements. A sampling of 
regulations includes:

Europe
 – EU AI Act

US
 – Maintaining American Leadership in AI Executive Order

 – Promoting the Use of Trustworthy AI in the Federal Government Act Executive Order

 – AI Training Act

 – National AI Initiative Act

Canada
 – AI and Data Act

 – Directive on Automated Decision-Making

Brazil
 – AI Bill

China
 – Algorithmic Recommendations Management Provisions

 – Ethical Norms for New Generation AI

 – Opinions on Strengthening the Ethical Governance of Science and Technology

 – Draft Provisions on Deep Synthesis Management

 – Measures for the Management of Generative AI Services

Japan
 – Guidelines for Implementing AI Principles

 – AI Governance in Japan Ver.1.1

India
 – Digital India Act

Australia
 – Uses existing regulatory structures for AI oversight

12
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Next, leaders can shift their attention to securing 
infrastructure and the processes comprising the 
AI value stream: data collection, model development, 
and model use. Each presents a distinct threat 
surface that reflects how the organization is enabling 
AI: using third-party applications with embedded  
gen AI capabilities; building gen AI solutions via  
a platform of pre-trained or bespoke foundation 
models; or building gen AI models and solutions  
from scratch.16 

Each adoption route encompasses varying levels  
of investment, commitment, and responsibility. 
Working through the risks and security for each helps 
build resilience across the AI pipeline. While some 
organizations have already anchored on an adoption 
strategy, some are applying multiple approaches, and 
some may still be finding their way and formalizing 
their strategy. From a security perspective, what 
varies with each option is who is responsible for 
what—and how that responsibility may be shared  
(see Figure 5).17

Source: AWS Security, IBM Security.

FIGURE 5

The principles of shared responsibility extend to 
securing generative AI models and applications. 
The principles of shared responsibility extend to securing generative AI models and applications.
FIGURE 5

Access controls to 
data and models

Generative AI 
as an application

Using “public” services or an 
application or SaaS product 
with embedded generative 
AI features
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as a platform

Building an application using 
a pre-trained model, or a 
model fine-tuned on 
organization-specific data

Build your own

Training a model from scratch 
on an organization’s own data

Training data and 
data management

Prompt controls

Model development

Model inference

Model monitoring

Infrastructure

Service user Service provider
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Using third-party applications 
embedded with generative AI

Organizations that are just getting started may be 
using consumer-focused services such as OpenAI’s 
ChatGPT, Anthropic’s Claude, or Google Gemini, or 
they are using an off-the-shelf SaaS product with  
gen AI features built in, such as Microsoft 365 or 
Salesforce.18 These solutions allow organizations that 
have fewer investment resources to gain efficiencies 
from basic gen AI capabilities. 

The companies providing these gen AI-enabled tools 
are responsible for securing the training data, the 
models, and the infrastructure housing the models. 
But users of the products are not free of security 
responsibility. In fact, inadvertent employee actions 
can induce headaches for security teams.

Similar to how shadow IT emerged with the first  
SaaS products and created cloud security risks, the 
incidence of shadow AI is growing. With employees 
looking to make their work lives easier with gen AI, 
they are complicating the organization’s security 
posture, making security and governance more 
challenging.19 

First, well-meaning staff can share private  
organizational data into third-party products without 
knowing whether the AI tools meet their security 
needs. This can expose sensitive or privileged data, 
leak proprietary data that may be incorporated into 
third-party models, or expose data artifacts that 
could be vulnerable should the vendor experience  
a cyber incident or data breach.20 

Second, because the security team is unaware of  
the usage, they can’t assess and mitigate the risks.21 
Third-party software—whether or not sanctioned  
by the IT/IS team—can introduce vulnerabilities 
because the underlying gen AI models can host 
malicious functionality such as trojans and 
backdoors.22 One study found that 41% of employees 
acquired, modified, or created technology without 
their IT/IS team’s knowledge—and predicts this 
percentage will climb to 75% over the next three 
years, exacerbating the problem.23  

Key security considerations include:

 – Have you established and communicated policies 
that address use of certain organizational data 
(confidential, proprietary, or PII) within public 
models and third-party applications? 

 – Do you understand how third parties will use data 
from prompts (inputs/outputs) and whether they 
will claim ownership of that data? 

 – Have you assessed the risks of third-party services 
and applications and know which risks they are 
responsible for managing?

 – Do you have controls in place to secure the 
application interface and monitor user activity, 
such as the content and context of prompt inputs/
outputs?
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Using a platform to build  
generative AI solutions

Training foundation models and LLMs for generative 
AI applications demands tremendous infrastructure 
and computing resources—often beyond what most 
organizations can budget. Hyperscalers are stepping 
in with platforms that allow users to tap into a choice 
of pre-trained foundation models for building gen AI 
applications more specific to their needs. These 
models are trained on a large, general-purpose data 
set, capturing the knowledge and capabilities learned 
from a broad range of tasks to improve performance 
on a specific task or set of tasks. Pre-trained models 
can also be fine-tuned for a more specific task using a 
smaller amount of an organization’s data, resulting in 
a new specialized model optimized around distinct 
use cases, such as industry-specific requirements.24  

The open-source community is also democratizing 
gen AI with an extensive library of pre-trained LLMs. 
The most popular of these—such as Meta’s Llama and 
Mistral AI—are also available via general-purpose gen 
AI platforms (see Perspective, “Risk or reward?  
Adopting open-source models”).

Platforms offer the advantage of having some 
security and governance capabilities baked in. For 
example, infrastructure security is shared with the 
vendor, similar to any cloud infrastructure agreement. 
Perhaps the organization’s data already resides with a 
specific cloud provider, in which case fine-tuning the 
model may be as simple as updating configurations 
and API calls. Additionally, a catalogue of enhanced 
security products and services is available to 
complement or replace the organization’s own (see 
case study, “EVERSANA and AWS advance artificial 
intelligence apps for the life sciences industry”).

However, when organizations build gen AI applications 
integrated with pre-trained or fine-tuned models, their 
security responsibilities grow considerably compared 
to using a third-party SaaS product. Now they must 
tackle the unique threats to foundation models and 
LLMs referenced in part one of this report. Risks to 
training data as well as the model development and 
inference fall squarely on their radar. Applying the 
principles of ModelOps and MLSecOps (machine 
learning security operations) can help organizations 
secure their gen AI applications.25

Key security considerations include:

 – Have you conducted threat modeling to understand 
and manage the emerging threat vectors? 

 – Have you identified open-source and widely used 
models that have been thoroughly scanned for 
vulnerabilities, tested, and vetted?

 – Are you managing training data workflows, such as 
using encryption in transit and at rest, and tracking 
data lineage?

 – How do you protect training data from poisoning 
exploits that could introduce inaccuracies or bias 
and compromise or change the model’s behavior?

 – How do you harden security for API and plug-in 
integrations to third-party models?

 – How do you monitor models for unexpected 
behaviors, malicious outputs, and security 
vulnerabilities that may appear over time?

 – Are you managing access to training data and 
models using robust identity and access 
management practices, such as role-based  
access control, identity federation, and  
multifactor authentication?

 – Are you managing compliance with laws and 
regulations for data privacy, security, and 
responsible AI use?
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Case study

EVERSANA and AWS advance 
artificial intelligence apps for 
the life sciences industry26 

Given regulatory requirements, life sciences companies need generative 
AI solutions that combine security, compliance, and scalability. 
EVERSANA, a leading provider of commercial services to the global life 
sciences industry, is turning to AWS to accelerate gen AI use cases across 
the life sciences industry. The objective is to harness the power of gen AI to 
help pharmaceutical and life science manufacturers drive efficiencies and 
create business value while improving patient outcomes.

EVERSANA will apply its digital and AI innovation capabilities coupled  
with Amazon Bedrock managed gen AI services to leverage best-of-breed 
foundation models. EVERSANA maintains full control over the data it  
uses to tailor foundation models and can customize guardrails based  
on its application requirements and responsible AI policies. In its first 
application—in partnership with AWS and TensorIoT, the team sought to 
automate processes associated with medical, legal, and regulatory (MLR) 
content approvals.

EVERSANA’s strategy to leverage gen AI to solve complex challenges for 
life sciences companies is part of what EVERSANA calls “pharmatizing AI.” 
Jim Lang, chief executive officer at EVERSANA, explained, “Pharmatizing 
AI in the life sciences industry is about leveraging technology to optimize 
and accelerate common processes that are desperate for innovation and 
transformation.” This approach has led to streamlining critical processes 
from months to weeks. EVERSANA anticipates that once it automates its 
MLR capabilities, it can further improve time-to-approval from weeks to 
mere days.

EVERSANA anticipates 
automation of MLR processes 
can improve approval time from 
weeks to days.

16
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Perspective

Risk or reward? Adopting 
open-source models27 

In contrast to proprietary LLMs that can only be used by customers who 
purchase a license from the provider, open-source LLMs are free and 
available for anyone to access. They can be used, modified, and distributed 
with far greater flexibility than proprietary models.

Designed to offer transparency and interoperability, open-source LLMs 
allow organizations with minimal machine learning skills to adapt gen AI 
models for their own needs—and on their own cloud or on-premises infra-
structure. They also help offset concerns about the risk of becoming overly 
reliant on a small number of proprietary LLMs.

Risks with using open-source models are similar to proprietary models, 
including hallucinations, bias, and accountability issues with the training 
data. But the trait that makes open source popular—the community 
approach to development—can also be its greatest vulnerability as hackers 
can more easily manipulate core functionality for malicious purposes. These  
risks can be mitigated by adopting security hygiene practices as well as 
software supply chain and data governance controls.

Open-source LLMs allow 
organizations with minimal 
machine learning skills to adapt 
gen AI models for their own needs.

17
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Building your own generative  
AI solutions 

A few large organizations with deep pockets are 
building and training LLMs—and smaller, more 
tailored language models (SLMs)28—from scratch 
based solely on their data. Hyperscaler tools are 
helping accelerate the training process, while the 
organization owns every aspect of the model.  
This can afford them performance advantages as  
well as more precise results.29  

In this scenario, on top of the governance and  
risk management outlined for applications based  
on pre-trained and fine-tuned models, the  
organization’s own data security posture takes on 
greater importance. As the organization’s data is now 
incorporated into the AI model itself, responsible AI 
becomes essential to reducing risk exposure.

Being the primary source for AI training data,  
organizations are responsible for making sure that 
data—and the outcomes based on it—can be trusted. 
That means protecting the source data following 
strict data security practices (see Perspective,  
“Why responsible AI starts with security ABCs”).  
And it means protecting the models from being 
compromised or exploited by malicious actors. 
Access controls, encryption, and threat detection 
systems are critical pieces in preventing data from 
being manipulated. The trustworthiness of an AI 
solution may be measured by its ability to offer 
unbiased, accurate, and ethical responses.

If organizations do not practice responsible AI, they 
risk damage to their brands from faulty—even 
dangerous—output from their gen AI models. Despite 
these risks, fewer than 20% of executives say they 
are concerned about a potential liability for erroneous 
outputs from gen AI. In other IBM IBV research, only 
30% of respondents said they are validating the 
integrity of gen AI outputs.30

If secure and trustworthy data is the basis for value 
generation—and much of our research indicates it 
is—leaders should focus on the security implications 
of (ir)responsible AI.31  Doing so can highlight the 
various ways AI models may be manipulated.  
In the absence of bias or explainability controls,  
such manipulation can be hard to recognize. This  
is why organizations need a strong foundation in 
governance, risk, and compliance.

As an extension of the organization’s data security 
posture, software supply chain security also becomes 
more consequential when creating LLMs. These 
models are built on top of complex software stacks 
that include multiple layers of software depen-
dencies, libraries, and frameworks. Each of these 
components can introduce vulnerabilities that can be 
exploited by attackers to compromise the integrity of 
the AI model or the underlying data.

Unfortunately, adoption of software supply chain 
security best practices is still nascent at many organi-
zations, according to recent IBM IBV research. For 
example, only 29% of executives indicated they have 
adopted DevSecOps principles and practices to 
secure their software supply chain, and only 32% 
have implemented continuous monitoring capabilities 
for their software suppliers.32  Both practices are vital 
to helping prevent cyber incidents throughout the 
software supply chain.

Key security considerations include:

 – Do you need to bolster data security practices to 
help prevent theft and manipulation and support 
responsible AI?

 – How can you shore up third-party software security 
awareness and practices; for example, ensuring 
that zero-trust principles are in place? 

 – Do you require procurement teams to check 
supplier contracts for security vulnerability 
controls and risk-related performance measures?
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Perspective

Why responsible AI starts 
with security ABCs

As AI moves from experimentation into production, the ABCs of security—
awareness, behavior, and culture—become even more important for helping 
ensure responsible AI. For AI to be designed, developed, and deployed with 
good intent for the benefit of society, trust is an imperative.33 

Consistent with many emerging technologies, well-informed employees  
and partners can be an asset—especially in light of new multimodal and 
rich-media-based phishing tactics enabled by gen AI. Enhancing employee 
awareness of the new risks leads to proactive behaviors and, over time, a 
more robust security culture.

As AI solutions become more integral to operations, a standard practice 
should be to communicate new functionality and associated security controls 
to employees, while reiterating the policies in place to protect proprietary and 
personal data. Established controls should be updated to address new 
threats, with the core principles of zero trust and least privilege limiting lateral 
movement. Emphasizing a sense of ownership about security outcomes can 
reinforce security as a common, shared endeavor connecting virtually all 
stakeholders and partners. Responsible AI is about more than policies— 
it’s a commitment to safeguard the trust that’s critical to the organization’s 
continuing success.

Enhancing employee 
awareness of new risks from 
AI can lead to proactive 
behaviors and, over time, a 
more robust security culture.

19
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Developing and securing generative AI solutions requires capacity, resources, and 
skills—the very things organizations don’t have enough of.34 In fragmented IT environ-
ments, security takes on higher levels of complexity that require even more capacity, 
resources, and skills. Leaders quickly find themselves in a dilemma.

AI-enhanced tools

AI-powered security products can bridge the skills gap by freeing overworked staff 
from time-consuming tasks. This allows them to focus on more complex security issues 
that require expertise and judgment. By optimizing time and resources, AI effectively 
adds capacity and skills. With improved insights, productivity, and economies of scale, 
organizations can adopt a more preventive and proactive security posture. Indeed, 
leading security AI adopters cut the time to detect incidents by one-third and the costs 
of data breaches by at least 18%.35 New capabilities are also emerging that automate 
management of compliance within a rapidly changing regulatory environment.

The shift to AI security tools is consistent with how cybersecurity demand is changing. 
While the market for AI security products is expected to grow at a CAGR of nearly 22% 
over the next five years, providers are focusing on developing consolidated security 
software solutions. To facilitate better efficiency and governance, solution providers 
are rationalizing their toolsets and streamlining data analysis.36 This more holistic 
approach to security enhances visibility across the operations lifecycle—something 
53% of executives are expecting to gain from gen AI.

AI-experienced partners

Business partners can also help close security skills gaps. Just as with the transition  
to cloud, partners can assist with assessing needs and managing security outcomes. 
Amid the ongoing security talent shortage that’s exacerbated by a lack of AI skills, 
organizations are seeking partners that can facilitate training, knowledge sharing,  
and knowledge transfer (76%). They are also looking for gen AI partners to provide 
extensive support, maintenance, and customer service (82%). Finally, they are 
choosing partners that can guide them across the evolving legal and regulatory 
compliance landscape (75%).

Part three

The leadership dilemma— 
generative AI requires what 
organizations have least
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Executives are also in search of partners to help with strategy and investment 
decisions (see Figure 6). With around half (47%) saying they are uncertain about 
where and how much to invest, it’s no surprise that three-quarters (76%) want a 
partner to help build a compelling cost case with solid ROI. More than half also 
seek guidance on an overall strategy and roadmap.

Q. How important are these when choosing a partner for your 
generative AI security needs?

FIGURE 6

Executives are turning to partners to help deliver 
and support generative AI security solutions.

76% Helps us build a compelling 
cost case with solid ROI

70% Spurs innovation and 
future readiness

58% Offers guidance on our overall 
strategy and roadmap

Strategy

82%
Offers extensive 
support, maintenance, 
and customer service

Operational

76%
Offers training, 
knowledge sharing,  
and knowledge transfer

75% Focuses on emerging 
guidelines around legal and 
regulatory compliance

73% Enhances data privacy and 
security around generative 
AI solutions

Expertise

Risk & regulatory posture
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Our results indicate that most organizations are turning to partners to enable  
generative AI for security. While many respondents are purchasing security products or 
solutions with gen AI capabilities, nearly two-thirds of their security generative AI 
capabilities are coming through some type of partner—managed services, ecosystem/
supplier, or hyperscaler (see Figure 7). Similar to cloud adoption, leaders are looking to 
partners for comprehensive security support—whether that’s informing and advising 
about generative AI or augmenting their delivery and support capabilities.

Q. How are you enabling generative AI for security capabilities?  
Note: percentages do not add to 100% due to rounding.

FIGURE 7

More than 90% of security gen AI capabilities are 
coming from third-party products or partners.

31%

20%

20%

More than 9 in 10 organizations are turning to third-party products or partners for help with generative AI security.
FIGURE 7

Through a security product 
or solution (such as a 
security solution with 
embedded capabilities)

21%
Through a managed 
services provider 
(outsourcing)

Through an 
ecosystem partner 
or other supplier

Through an infrastructure 
partner (such as AWS, 
Azure, and Google)

Through an internally 
developed solution

9%

Q. How are you enabling generative AI for security capabilities? 
Note: Percentages do not add to 100% due to rounding.
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Whether just starting to experiment with generative AI, building models  
on your own, or somewhere in between, the following guidance can help 
organizations secure their AI pipeline. These recommendations are intended to 
be cross-functional, facilitating engagement across security, technology, and 
business domains.

Part four

Action guide 

01
Assess

 – Define an AI security strategy that aligns with the 
organization’s overall AI strategy.

 – Ask how your organization is using AI today—for 
which use cases, in what applications, through 
which service providers, and serving which user 
cohorts. Once you answer these questions, then 
quantify the associated sources of risk.

 – Evaluate the maturity of your core security 
capabilities, including infrastructure security, data 
security, identity and access management 
practices, threat detection and incident response, 
regulatory compliance, and software supply chain 
management. Identify where you must be better to 
support the demands of AI.

 – Decide where partners can supplement and 
complement your security capabilities and define 
how responsibilities will be shared.

 – Uncover security gaps in AI environments using 
risk assessment and threat modeling. Determine 
how policies and controls need to be updated to 
address emergent threat vectors driven by 
generative AI. 

02
Implement

 – Establish AI governance working with business 
units, risk, data, and security teams.

 – Prioritize a secure-by-design approach across 
the ML and data pipeline to drive safe software 
development and implementation.

 – Manage risk, controls, and trustworthiness of  
AI model providers and data sources.

 – Secure AI training data in line with current data 
privacy and regulatory guidelines, and adopt new 
guidelines when published.

 – Secure workforce, machine, and customer access 
to AI apps and subsystems from anywhere.
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03
Monitor

 – Evaluate model vulnerabilities, prompt injection 
risks, and resiliency with adversarial testing.

 – Perform regular security audits, penetration testing, 
and red-teaming exercises to identify and address 
potential vulnerabilities in the AI environment and 
connected apps.

04
Educate

 – Review cyber hygiene practices and security  
ABCs (awareness, behaviors, and culture) across 
your organization.

 – Conduct persona-based cybersecurity  
awareness activities and education, particularly  
as they relate to AI as a new threat surface. Target 
all stakeholders involved in the development, 
deployment, and use of AI models, including 
employees using AI-powered tools.
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